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Abstract11

Algae growing in sea ice represent a source of carbon for sympagic and pelagic ecosystems,12

and contribute to the biological carbon pump. The biophysical habitat of sea ice on large13

scales and the physical drivers of algae phenology are key to understanding Arctic ecosys-14

tem dynamics and for predicting its response to ongoing Arctic climate change. In addition,15

quantifying potential feedback mechanisms between algae and physical processes is partic-16

ularly important during a time of great change. These mechanisms include a shading effect17

due to the presence of algae, and increased basal ice melt. The present study shows pan-18

Arctic results obtained from a new Sea Ice Model for Bottom Algae (SIMBA) coupled with19

a 3D sea-ice–ocean model. The model is evaluated with data collected during a ship-based20

campaign to the Eastern Central Arctic in summer 2012. The algal bloom is triggered by21

light, and shows a latitudinal dependency. Snow and ice also play a key role in ice algal22

growth. Simulations show that after the spring bloom, algae are nutrient-limited before the23

end of summer and finally they leave the ice habitat during ice melt. The spatial distribu-24

tion of ice algae at the end of summer agrees with available observations, and it emphasizes25

the importance of thicker sea-ice regions for hosting biomass. Particular attention is given26

to the distinction between level ice and ridged ice. Ridge-associated algae are strongly light-27

limited, but they can thrive towards the end of summer, and represent an additional carbon28

source during the transition into polar night.29

1 Introduction30

Sea ice algae are mainly confined to the network of liquid brine inclusions distributed31

within the ice matrix. This network forms a protected and stable environment. Sea ice32

algae are carbon fixers, and constitute an important component of the Arctic marine carbon33

cycle: almost 60% of primary production in the central Arctic Ocean is attributed to ice34

algae [Gosselin et al., 1997; Dupont , 2012; Fernández-Méndez et al., 2015, 2016]. Moreover,35

sea-ice algae can represent the majority of the dietary carbon consumption of key Arctic36

species such as Calanus glacialis [Kohlbach et al., 2016]. Through feeding, carbon produced37

by sea-ice algae is transferred to higher trophic level species such as polar cod Boreogadus38

saida, thus ice algae represent an essential component for the entire Arctic marine food web39

[Kohlbach et al., 2016, 2017]. As the phytoplankton and ice algal blooms do not coincide40

in time or space [Lizotte, 2001], ice algae may extend the growing and primary production41

period by one to three months [Jin et al., 2012; Tremblay et al., 2008]. Subsequently, the42
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expected changes to timing, magnitude, and spatial distribution of sea ice algal blooms will43

likely have a direct impact on higher trophic levels [Søreide et al., 2013; Wassmann et al.,44

2006]. In an era characterized by a rapidly changing sea ice cover [Serreze et al., 2003, 2007;45

Stroeve et al., 2007, 2012a,b; Kwok and Rothrock , 2009; Laxon et al., 2013; Haas et al., 2008;46

Comiso, 2012; Nicolaus et al., 2012], understanding the temporal and spatial variability of47

ice associated biomass, and the main physical drivers of algal growth and survival is essential48

for predicting the fate of sea-ice algae and the consequences on the Arctic marine food web.49

Ice algal growth is primarily regulated by light [Michel et al., 1988; Welch and Bergmann,50

1989] and nutrients [Cota et al., 1987]. Light availability is controlled by incoming short-51

wave radiation, albedo, sea-ice topography and snow, whereas nutrients are supplied to the52

ice algae through brine drainage, in situ regeneration of biogenic material and exchange53

with the mixed layer. All these processes are principally regulated by dynamic and ther-54

modynamic processes within sea ice, and at the atmosphere-ice and ice-ocean interfaces.55

Consequently, these processes differ among seasons and regions in the Arctic Ocean. In56

spring, light transmission is mainly regulated by the snow distribution [Perovich, 1996],57

which in turn is shaped by the surface undulation as consequence of deformation and differ-58

ential melt processes [Iacozza and Barber , 1999; Lange et al., 2017]. In late spring, higher59

sea-ice temperatures allow brine drainage due to melting. At the same time, the bottom60

of the ice becomes permeable and this allows exchange of nutrients with the underlying61

ocean. In summer, after most of the snow has melted, light transmission depends mainly62

on ice thickness and surface albedo. Still in summer, when the ocean surface is above freez-63

ing temperature, basal ice melt represents the largest algal loss [Grossi et al., 1987; Lavoie64

et al., 2005]. Ice algae phenology is thus affected by different physical processes depending65

on season and region, and the spatial distribution of algal biomass at the end of summer is66

a result of the succession and interplay of different physical processes.67

In situ observations in the Arctic, such as sea-ice cores, are difficult to obtain and68

hence sparse. Moreover, the spatial distribution of algal chl a is driven by the succession69

of physical events preceding the sampling. Additionally, the physical regimes of the sea ice70

cover are so heterogeneous that it is hard to asses whether the sparse data are representative71

of the region sampled. In particular, sea-ice environments such as ridged ice and thick old ice72

are undersampled, thus our understanding of sea ice algae biogeochemistry is likely biased73

[Lange et al., 2017]. Recent developments in the retrieval of sea ice algal chl a biomass based74

on under-ice hyperspectral measurements acquired from under-ice profiling platforms, such75
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as Remotely Operated Vehicles (ROV) and the Surface and Under Ice Trawl (SUIT), enabled76

the retrieval of ice algal chl a biomass on scales of meters to kilometers [Melbourne-Thomas77

et al., 2015, 2016; Lange et al., 2016; Meiners et al., 2017]. Advancements in satellite-based78

remote sensing during the past decades have vastly improved the monitoring of sea-ice extent79

[Stroeve et al., 2012b; Ivanova et al., 2014], thickness [Kwok et al., 2009; Laxon et al., 2013;80

Ricker et al., 2015; Tilling et al., 2015], ocean surface chl a concentration and derived NPP81

[Arrigo and van Dijken, 2011]. Still, ice associated algae and phytoplankton in ice covered82

regions cannot be observed by satellite, so that a comprehensive picture of their distribution83

on large scales remains difficult to obtain.84

Numerical models can serve as tools to fill the gaps incurred by the methodological85

difficulties in observing the ice environment. Models can also be used to simulate bio-86

geochemical processes and ice algal dynamics on regional to basin scales, along with their87

seasonal evolution, and help identify the main physical processes affecting sea-ice algae phe-88

nology. Moreover, they are ideal tools for studying possible feedback mechanisms between89

biological processes and the physical system.90

Early sea-ice biogeochemical models were mainly focused on Antarctic sea ice [e.g.91

Arrigo et al., 1993, 1997], and provided the foundation for understanding and modeling92

mechanisms that drive the seasonality of ecosystems in sea ice [Arrigo et al., 1993] and93

the large scale algal biomass distribution for the entire sea-ice pack [Arrigo et al., 1997].94

Modeling efforts since then mainly fall into two categories [Vancoppenolle and Tedesco, 2017]:95

(1) understanding and testing drivers of ecosystems in sea ice [Arrigo et al., 1993; Lavoie96

et al., 2005; Jin et al., 2006; Tedesco et al., 2010; Saenz and Arrigo, 2014; Belém, 2002;97

Mortensen et al., 2017]; (2) quantifying large scale quantities, in particular, total biomass98

and primary production [Sibert et al., 2010; Deal et al., 2011; Jin et al., 2012; Dupont , 2012].99

In this study, we introduce a simple biogeochemical model for algal growth in a coupled100

3D sea-ice–ocean model of the Arctic Ocean circulation. A model run for one year is used to101

identify the main physical drivers of sea-ice algal growth and decay. The spatial variability102

of algal chl a in late summer is related to the spatial variability of physical sea-ice parameters103

in the Arctic Ocean. The novelty of this work is the study of sea-ice algae associated to104

different sea-ice classes. Particular attention is given to ridged and deformed ice, which is105

difficult to sample and, as a consequence, commonly overlooked as potential algal growth106

sites [Kuparinen et al., 2007; Meiners et al., 2012; Vancoppenolle et al., 2013; Lange et al.,107
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2015]. Finally, possible feedbacks between the ocean–sea-ice system and sea-ice algae are108

investigated. Our simulations focus on 2012, in order to compare results with observations109

acquired during late summer of the same year [Lange et al., 2016, Lange at al., Spatial110

variability of summertime Arctic sea-ice algae biomass and primary production estimates111

(Under Revision), later referred to as BLROV].112

2 Model description113

2.1 Dynamic sea-ice–ocean model114

We use the Massachusetts Institute of Technology general circulation model (MITgcm)115

in a coupled ocean–sea-ice Arctic Ocean configuration [Marshall et al., 1997; Castro-Morales116

et al., 2014]. The domain covers the Arctic Ocean, the Nordic Seas, and the North Atlantic117

with a southern limit of approximately 50◦N. The horizontal resolution of 1/4◦ corresponds118

to a grid spacing of ∼28 km on a rotated spherical grid with the grid equator passing through119

the geographical North Pole. The ocean is discretized into 33 vertical layers ranging from120

∼10 m at the surface to ∼350 m at maximum depth. The ocean model is coupled with121

a dynamic-thermodynamic sea-ice model [Losch et al., 2010]. The sea-ice model uses a122

viscous-plastic rheology and the so-called zero-layer thermodynamics (i.e., zero heat capacity123

formulation) [Semtner , 1976] with a prescribed ice thickness distribution [Hibler , 1979, 1980,124

1984; Castro-Morales et al., 2014]. The model is forced by atmospheric fields of the NCEP125

Climate Forecast System Version 2 (CFSv2) for 2012 [Saha et al., 2014]. The data set126

includes fields for 6-hourly wind at 10 m, atmospheric temperature and specific humidity127

at 2 m, daily downward long and short-radiative fluxes, and a monthly precipitation field.128

A monthly climatology of river runoff for the main Arctic rivers follows the Arctic Ocean129

Model Intercomparison Project protocol [AOMIP, Proshutinsky et al., 2001]. The coupled130

sea-ice–ocean model is spun-up from 1948 to 1978 with the Coordinated Ocean Research131

Experiment (CORE) Version 2 data and then with the NCEP (CFSv2) from 1979 to the132

end of 2011.133

2.1.1 Ice and snow volume redistribution due to ridges134

In our configuration, the sea-ice model does not contain a dynamic thickness redistri-135

bution function. This means that for each grid cell we know only the mean thickness and136

there is no explicit information about ridges. In order to differentiate between level ice and137
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Figure 1. Scheme of grid-averaged sea-ice volume (Vi) and snow volume (Vs) redistribution into

level ice volume and level snow volume (Vl and V l
s ) and ridged ice volume (Vr). The notation refers

to: grid-averaged sea-ice thickness (also called parental ice) Hi; Snow thickness on grid-averaged

sea ice Hs; Level sea-ice thickness Hl
i and snow thickness on level ice Hl

s; Total thickness Hr and

base br of ridges; Final thickness of ridges H ′r = 2.91 m +Hi (see also Section 2.1.1).

144

145

146

147

148

ridged ice, we use the energy that accumulates in sea ice due to deformation [Steiner et al.,138

1999; Castellani , 2014]. The deformation energy R is the result of internal sea-ice stresses;139

it is used to estimate the ridge density Sd based on geometrical constraints [Steiner et al.,140

1999] and ice thickness Hi. We use a modified equation from Steiner et al. [1999] that avoids141

unrealistically large numbers of ridges for thickness values lower than 1:142

Sd =
R

cn
·

 e−
(Hi−1)2

0.2 for Hi ≤ 1

e−
(Hi−1)2

3 for Hi > 1
. (1)143

Table 1 summarizes the parameter values. In order to estimate the ice thickness for154

level and ridged ice in each grid cell, the following assumptions are made: 1) A ridge is155

formed by two triangles (sail and keel) sharing the same base. The base is considered to156

be a rectangle as thick as the parental ice, referred to as grid-averaged sea ice, Hi (Figure157

1). 2) The ratio between vertical keel and sail cross section areas is set to 3.85 [Timco and158

Burden, 1997]. 3) The height of the sail above level ice is estimated to be the same for all159

ridges with a value of Hsail = 1.2 m [Castellani et al., 2014] and the slope angle of the sides160

is taken as β = 23◦ [Steiner et al., 1999], which gives a ridge base of br = 5.65 m. The161

edges of the ridges transmit more light than the central part, where the maximum thickness162

is found. In order to account for these differences, we redistribute the area of the ridges163

into a rectangle, and thus we compute an equivalent thickness of H ′r = 2.91 m +Hi, where164

Hi is the thickness of the parental ice (grid-averaged sea ice) and the value 2.91 m is the165

result of the redistribution of the sail and keel cross section areas into a rectangle. Thus, the166
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Table 1. List of variables and parameters, and corresponding description and units used in the

model. Variables are marked as computed by the model or read as external field. Parameters

superscript refers to the source: a) Lavoie et al. [2005], b) Grenfell and Maykut [1977], c) Steiner

et al. [1999], d) Zeebe et al. [1996], e) Sarthou et al. [2005], f) Perovich [1996], g) tuned with 1D

experiments, h) Vancoppenolle and Tedesco [2017], i) as in the MITgcm.

149

150

151

152

153

Variable Definition Computed/read Unit

B Ice algal biomass concentration computed mg chl a m−3

D Detritus concentration computed mg m−3

Fia Energy released as heat by sea-ice algae computed W m−2

Hi Ice thickness computed m

Hs Snow thickness computed m

H l
i Thickness of level ice computed m

H l
s Thickness of snow on level ice computed m

H ′r Thickness of ridged ice computed m

I0 Shortwave incoming radiation external field W m−2

kB Algae attenuation coefficient computed m−1

M̃ Melt rate at the bottom of sea ice computed m s−1

M̃B Bottom melt caused by heat released by algae computed m s−1

µ Growth rate computed d−1

N Nitrate concentration computed mg m−3

PAR Photosynthetic active radiation computed µEinst m−2 s−1

R Deformation energy computed J m−2

Sd Ridge density computed nr m−1

Parameter Definition Value Unit

α Albedo see Table 2 dimensionless

a∗ Mean chl a specific attenuation coefficienta) 0.02 m2 (mg chl a)−1

αB Photosynthetic efficiencya) 0.07 mg C (mg chl a)−1 h−1 (µEinst m−2 s−1) −1

br Base length of ridges 5.65 m

C0 Surface transmission parameterb) 0.3 dimensionless

cn Proportionality constant for ridge density calculationc) 14 · 103 J1/2 m−1/2

δz Bottom layer occupied by sea ice algaea) 0.05 m

Fr Fraction of absorbed energy released as heat by algaed) 0.9 dimensionless

kN Half saturation constant for nitrate uptakee) 0.1 mg m−3

ki Ice attenuation coefficienta,f) 1.5 m−1

ks Snow attenuation coefficientf) 5 m−1

Li Latent heat of fusion of sea iced) 283 KJ kg−1

λmo Mortality rateg) 0.02 d−1

λup/re Uptake and respiration rateg) 0.01 d−1

λrm Remineralization rateg) 0.01 d−1

µM Maximum ice algal specific growth rateh) 0.86 d−1

Pm Maximum photosynthetic ratea) 0.28 mg C (mg chl a)−1 h−1

ρi Sea ice densityi) 910 kg m−3
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thickness of the ridged ice is different for each grid cell due to changes in the grid-averaged167

sea-ice thickness Hi. The ridges are assumed to be parallel to one of the grid sides, and168

to extend over the whole length of the grid cell. The ice volume is then redistributed into169

ridged ice and level ice, giving a thickness of level ice:170

H l
i =

Hi −H ′rbrSd
1− Sdbr

. (2)171

All parameters and variables in equation 2 and equation 3 are listed in Table 1. Ridges are172

assumed to be practically snow free [Iacozza and Barber , 1999; Sturm et al., 2002; Perovich173

et al., 2003], so that the snow on level ice has the thickness:174

H l
s =

Hs

1− Sdbr
. (3)175

The distinction between level ice and ridged ice and, as explained in Section 2.1.2, their176

effect on light transmission is used only to drive the algal model (and for diagnostics), but177

does not affect the thermodynamic and dynamic processes of the model.178

2.1.2 Light attenuation through snow and ice179

In the MITgcm, the heat fluxes through ice are computed following Hibler [1984].180

The mean ice thickness (i.e., the grid-averaged sea-ice thickness) is distributed into seven181

ice thickness categories between 0 and a maximum thickness of twice the mean thickness.182

The distribution of these seven thicknesses is flat, normalized and fixed in time (see Hibler183

[1984] and Castro-Morales et al. [2014], their Figure 1). The snow follows the same thickness184

distribution so that thin ice is covered by a thin snow layer and thick ice by a thick snow layer185

[Castro-Morales et al., 2014]. The heat flux is computed for each thickness category. Then all186

the heat fluxes are averaged to give the net heat flux that is responsible for thermodynamic187

processes such as basal melting or freezing. Note that in this sub-grid parameterization,188

some part of the grid always contains thin ice of 1
7 of the mean thickness, which allows189

a finite heat flux even for thick mean ice. The light transmission through each thickness190

category follows the Beer-Lamber law:191

I(c)
(
H

(c)
i , H(c)

s

)
= I0(1− α)C0e

−kiH(c)
i −ksH

(c)
s , (4)192

where H
(c)
i and H

(c)
s are the ice thickness and snow thickness of category c, I0 the incoming193

shortwave radiation, and α the albedo. The albedo depends on snow and ice types, as listed194

in Table 2. The surface transmission parameter C0 = 0.3 accounts for that part of incoming195

radiation absorbed in the first few centimeters of the ice [Grenfell and Maykut , 1977]. ki196
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Table 2. Values for albedo as a function of surface (ice and snow) conditions used in the sea-ice

package of the MITgcm.

212

213

Surface Conditions Albedo α

Dry ice 0.70

Wet ice 0.68

Dry snow 0.81

Wet snow 0.77

and ks are constant attenuation coefficients for sea ice and snow [Lavoie et al., 2005]. For197

a detailed review of ice and snow attenuation coefficients see Perovich [1996]. In our study,198

the algae are assumed to occupy only a bottom layer of 5 cm of the sea ice [Vancoppenolle199

and Tedesco, 2017; Lavoie et al., 2005; Jin et al., 2006; Dupont , 2012] (see Section 2.2) so200

that there is no self-shading effect due to ice algae above the bottom layer.201

The light transmission through grid-averaged sea ice is computed according to equation 4202

with the same values of ki and ks (Table 1) for each thickness category. The transmitted203

shortwave radiation (light) fluxes are summed to give the net shortwave heat flux that204

penetrates into the ocean. In the case of the redistributed ice into level and ridged ice205

(Section 2.1.1), the light transmission through level ice, excluding the ridges, is computed206

in accordance to the grid averaged ice with the same attenuation parameters and using the207

same thickness distribution. Ridged ice is assumed to occupy only one separate category208

for which we assume a smaller ki = 0.8 m−1 due to the higher porosity of ridges. To avoid209

any confounding effects, the ocean is not affected by the modified light transmission based210

on the redistribution into level ice and ridged ice.211

2.2 SIMBA: Sea Ice Model for Bottom Algae214

The new Sea Ice Model for Bottom Algae (SIMBA) has one class of algae, one for215

nutrients and one for detritus. Nitrate represents the nutrients because it is typically con-216

sidered the limiting nutrient for ice algal growth in fully marine waters [Smith et al., 1997].217

We assume that the ice algae occupy a bottom layer of thickness δz of 5 cm [see also Lavoie218

et al., 2005; Jin et al., 2006; Dupont , 2012; Lange et al., 2015]. We consider four main biolog-219

ical processes responsible for changes in algae, nutrient and detritus concentrations: uptake220
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of nutrients from the algae, respiration transforming algae back into nutrients, mortality221

of algae that are then transformed into detritus, and remineralization, which describes the222

decomposition of organic matter, i.e., detritus converted back into nutrients. The physical223

processes affecting algae, nutrient and detritus are light limitation, sea-ice basal melting224

(melting of ice results in removal of ice algae), and horizontal transport of ice (algae are225

advected as tracers in sea ice). A term for the resupply of nutrients from the underlying226

ocean water is not considered in the present configuration. The equations solved by the227

model for ice algae biomass B, nutrient N and detritus D are:228

dN

dt
= −(µ− λup/re)B + λrmD (5)229

dB

dt
= (µ− λup/re)B − λmoB +

M̃

δz
B (6)230

dD

dt
= λmoB − λrmD. (7)231

A term for algal loss due to melting is considered in equation (6) where M̃ is the basal melt232

rate (m s−1). Melt loss of algae is the only flux of material to the underlying ocean waters.233

Parameters describing respiration (λup/re), mortality (λmo) and remineralization (λrm) are234

assumed to be constant (see Table 1).235

The growth rate µ is a function of nutrient availability f(N) and light availability236

f(PAR):237

µ = µMf(N)f(PAR). (8)238

The term µM is a constant and represents the maximum growth rate (see Table 1). The239

limitation of photosynthesis by nutrient supply is assumed to follow a Michaelis-Menten240

form [Monod , 1949]:241

f(N) =
N

N + kN
, (9)242

where kN = 0.1 mg m−3 is the half saturation constant for nitrate [Sarthou et al., 2005].243

The response of photosynthesis to light follows Webb et al. [1974]:244

f(PAR) = 1− e−
αB PAR

Pm , (10)245

where PAR (Photosynthetically Active Radiation) is that part of the light spectrum used246

for photosynthesis, αB is the photosynthetic efficiency and Pm is the light saturated specific247

photosynthetic rate (or maximum photosynthetic rate). Values for αB and Pm (Table 1) are248

taken as averages of the values suggested in Lavoie et al. [2005], their Table 2. To convert249

light I from W m−2 into PAR in µEinst m−2 s−1 we follow Vancoppenolle et al. [2011] and250
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Lavoie et al. [2005]:251

PAR = 0.45 · 4.91 · I, (11)252

where 4.91 is the quanta-energetic ratio and 0.45 is the ratio between total number of253

incoming quanta in the visible region (0.4 - 0.7 µm) with respect to the number for the254

entire shortwave (0.3 - 3 µm) band [Frouin and Pinker , 1995].255

The response of the algal model to the physical forcings provided by the sea-ice–ocean256

system for 2012 was tested with 1D experiments (not shown). SIMBA is then applied to257

the entire Arctic basin in two different study cases: 1) the case of grid-averaged sea-ice258

thickness (Section 3.1), used also to investigate the effects of algae on the sea-ice–ocean259

system (Section 3.2); and 2) the case of distinction between level ice and ridged ice (Section260

3.3).261

2.3 Effects on ice and ocean systems262

Since light is also needed for phytoplankton growth under sea ice, the presence of263

algae at the bottom might inhibit or delay the under-ice phytoplankton bloom in the surface264

ocean. In order to test such an effect, we estimate the light that reaches the ocean surface265

following Lavoie et al. [2005] and previously Kirk [1983] as a function of sea-ice algae chl a266

concentration. The attenuation coefficient due to algae kB is267

kB = a∗ ·B (12)268

with a∗ = 0.02 m2 (mg chl a)−1. Adding this term into equation 4 we get:269

I (Hi, Ha, chl a) = I0 (1− α)C0e
−kiHi−ksHs−kBδz . (13)270

Ice algae absorb more PAR than that required for photosynthesis. The extra energy is271

released as heat, thus contributing to basal ice melt. To quantify such algae-induced melt,272

we follow Lavoie et al. [2005]:273

M̃B =
I(Hi, Hs)Fr (1− e−kBδz)

ρiLi
, (14)274

where Fr is the fraction of the energy absorbed by the ice algal layer that is released as heat,275

Li is the latent heat for sea ice and ρi the density of sea ice. Values for Fr and Li are taken276

from Zeebe et al. [1996] and listed in Table 1. These effects are diagnosed and discussed in277

Section 3.2, but in our first version of SIMBA they do not feed back into SIMBA nor the278

ocean and sea-ice physics.279
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Figure 2. Map of the model domain with white-blue shades corresponding to the simulated

sea ice concentration in September 2012. The colored rings represent the masking applied to the

domain according to latitude, as explained in Section 3.

288

289

290

3 Results280

3.1 SIMBA applied to grid-averaged sea ice281

In Figures 2 and 3 we show the simulated sea-ice concentration and the sea-ice thickness282

for September 2012, respectively. Areas of interest for our study are also highlighted. We283

run the coupled algae–sea-ice–ocean model in a 3D configuration accounting for 5 different284

scenarios R0, R2, R4, R6 and R8 representing 5 different initial conditions (see Table 3).285

This first comparison allows us to identify the run which has the best agreement with286

observations, but also to test the sensitivity to different initial conditions.287

For a quantitative comparison, we use sea-ice algal chl a estimates by BLROV (Table300

4). We limit our comparison to the median values shown in Table 1 of BLROV to have301

the most representative measurements for comparison with model output on a grid of 1/4◦.302

There are two reasons why we focus our comparison mainly on BLROV data. First, the303

data were collected in 2012 and allow a direct comparison in time and space. Second the304

chl a estimates are based on under-ice hyperspectral radiation measurements [Lange et al.,305

2016] conducted with a ROV over a scale of hundreds of meters, so that they are not306

point-measurements and relate better to the grid-cell averages (∼25 km) of the model. A307

qualitative comparison with empirical data is discussed in Section 4.308
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Figure 3. Map of the model domain with grid-averaged sea ice thickness for September 2012

depicted by colors. The square boxes represent the areas considered for a comparison with obser-

vations (Section 3): Marginal Ice Zone (MIZ), Transitional Area (TA), and Compact Area (CA).

291

292

293

The chl a estimates from BLROV are binned in three areas of interest (Figure 3), namely309

Marginal Ice Zone (MIZ), Transitional Area (TA) and Compact Area (CA). The averaged310

data and the corresponding model values in the same three regions for the 5 different initial311

conditions are listed in Table 3. Amongst the 5 runs, R4 shows the best agreement to312

observations, thus hereafter our analysis will be restricted to the R4 run, except when313

stated otherwise.314

In September, simulated and observed algae concentrations appear to be low in the319

Marginal Ice Zone (Figure 4). The modeled concentrations increase approximately with320

latitude and reach a maximum in the Lincoln Sea with values exceeding 10 mg chl a m−2.321

North of 85◦N the algae concentration increases from the eastern sector to the western sector322

from 1.29 mg chl a m−2 to 4.33 mg chl a m−2. The observed mean value for that region is323

higher (Table 3) with 4 mg chl a m−2 compared to a mean modeled value of 2.81 mg chl a324

m−2, but still in the range of variability.325

In summer (between April and September), more than 1 m of ice melts in the MIZ (Figure326

5), but melt rates are low in multi-year ice regions along the coast of Greenland and north327

of the Canadian Arctic Archipelago (CAA). In particular, the total melt in the Lincoln sea328

is one order of magnitude smaller than in the marginal sea-ice zone.329
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Table 3. Initial conditions (mg m−2) for sea-ice algae (B), Nutrient (N) and Detritus (D) in 5

different scenarios (R0, R2, R4, R6 and R8), and mean values of algal chl a concentrations (mg

m−2) to be compared with observations in three different regions (see also Fig. 3): Marginal Ice

Zone (MIZ), Transitional Area (TA) and Compact Area (CA). The chl a values are averages for

September to be compared with observations. The last row contains the median values from Table

4 to allow an easier comparison with modeled values.

294

295

296

297

298

299

Initial conditions Model predicted

(mg m−2) mean chl a

per region (mg m−2)

run B N D MIZ TA CA

R0 50 0.74 0 0.61 0.82 1.32

R2 0.05 50 0 0.76 0.98 1.33

R4 0.05 50 25 1.24 1.57 2.14

R6 0.05 25 25 0.87 1.09 1.51

R8 0.05 0.74 50 0.98 1.21 1.69

Obs - - - 1.23 1.94 4

In Figure 6 we show the spring to autumn evolution of under-ice light, sea-ice algal335

biomass, nutrients and detritus for four different latitudinal regions between 70◦ to 75◦N,336

75◦ to 80◦N, 80◦ to 85◦N, and greater than 85◦N (Figure 2). Table 5 lists key numbers that337

characterize the experiments: 1) bloom onset defined as the day when the algae start to338

grow exponentially, inferred from the slope of the curves in Figure 6b; this corresponds to339

2) a threshold for PAR to trigger the bloom, i.e. above such value an algal bloom develops;340

3) the day when the peak of biomass is reached, identified as the maximum of the curve341

(Figure 6b); 4) the maximum biomass value. We note, that the threshold value for PAR342

should not be confused with the threshold for algal growth, since the algae start growing343

already at lower values.344

Onset of algal bloom and time of maximum biomass differ from region to region (Figure350

6 and Table 5). South of 75◦N, the growth becomes exponential already at the end of March351

(day 87), followed by more northern regions. For the area north of 85◦N bloom onset is 40352

–14–



Confidential manuscript submitted to JGR-Oceans

Table 4. Sea-ice algal chl a (mg m−2) from BLROV. Measurements were undertaken at the end of

August and in September 2012, the locations are shown in Figure 4. Values are averaged according

to region (see also Figure 3) and refer to median, 75% of median (assuming that 75% of the total

biomass lies in the bottom part), 25th percentile (IQR25) and 75th percentile (IQR75).

315

316

317

318

mg chl a m−2

study area median 75% median IQR25 IQR75

MIZ 1.23 0.86 1.15 1.36

TA 1.94 1.46 1.66 2.32

CA 4 3 2.15 6.7

days later than in the southernmost region. A similar delay is seen in the timing of maximum353

biomass with a gap of 30 days between the southernmost sector and the northernmost sector.354

Note, that the bloom in the region north of 85◦N develops faster, reaching its maximum in355

21 days compared to ∼33 days for the other regions. North of 85◦N the maximum algal356

biomass is also larger, with 50 mg chl a m−2 compared to the mean of ∼36 mg chl a m−2357

in other regions. After the peak, algae start dying and reach a minimum at the end of358

August. There is also a secondary growth period between September and October, before359

algal biomass decreases to its minimum (Figure 6b). This feature has also been reported360

in other models [Jin et al., 2006; Deal et al., 2011; Jin et al., 2012; Ji et al., 2013] and361

attributed to the detritus compartment. Before the spring bloom, nutrient concentrations362

increase slightly (Figure 6c) as inorganic matter remineralizes. When the bloom initiates,363

algae consume nutrients until they become nutrient limited. The detritus increases when364

algae die.365

The day of bloom onset depends on light availability and therefore on latitude (Figure372

7a), but light availability is also affected by other factors. The spatial pattern of these373

factors, i.e. snow thickness, ice thickness and snow melt, are remarkably similar to the374

bloom onset pattern (Figure 7b-d). From Figure 7a we see an increasing trend from the375

Bering Strait to the region north of 85◦N, with day of bloom onset going from 90 to 135.376

The areas that do not follow this latitudinal dependence are the Kara Sea, Fram Strait and377

Lincoln Sea. The day of complete snow melt (Figure 7b) shows values around 130 in the378

Beaufort Sea and East Siberian Sea, whereas values are up to 180 for latitudes larger than379
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Figure 4. Pan Arctic map of sea-ice algal chl a concentration per grid cell simulated for Septem-

ber 2012. The circles represent the ROV based observations from BLROV (see Section 3). Both

observed and simulated values use the same color scale.

330

331

332

85◦N and in the Nansen Basin. Ice thickness (Figure 7c) is in the range 0.5-3.5 m in most380

of the Arctic Ocean, hence in agreement with observations [Ricker et al., 2017], except for381

the Lincoln Sea, where thicknesses of up to 10 m represent an overestimation compared to382

recent satellite data [Ricker et al., 2017]. Snow thickness ranges between 10 to 40 cm in383

the Beaufort Sea, East Siberian Sea, and Laptev Sea, whereas values are up to 1 m in the384

Nansen Basin and Kara Sea close to Severnaya Zemlya islands.385

Monthly values of net primary production NPP are shown in Figure 8. NPP has a389

maximum value around 15 mg C m−2 d−1. The spatial patterns between April and July390

resemble the latitudinal dependency of the algal bloom. In April and May values are higher391

at the marginal areas than in the central Arctic, whereas the situation is reversed in June392

and July. The end of July sees the termination of the major production season in sea ice.393
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Figure 5. Total summer basal ice melt (m) integrated over the period April to September 2012

obtained from the sea-ice model.

333

334

3.2 Estimating effects on ice and ocean physics396

Algae at the bottom of sea ice absorb light and hence reduce light penetration through397

the ice into the ocean surface. In the two latitudinal bands between 70◦N, 75◦N and 80◦N398

the light reaching the surface ocean (Figure 9a) remains very close to the mean threshold399

value (gray line in Figure 9a) inferred from the light regime without the shading effect400

(Figure 6a). In the latitudinal bands north of 80◦N the light remains under the threshold401

value until mid June. The shading effect is nearly zero before April and then increases to402

values up to 2 µEinst m−2 s−1, or 20 to 30% of the transmitted radiation, in June and July403

(Figure 9b).404

Integrated summer (April to September) algae-induced melt (equation 14) varies be-410

tween a minimum of 0.1 cm in the northern regions (particularly north of 85◦N and in the411

Nansen Basin) and a maximum of 1.5 cm ice loss in the marginal areas (Figure 10). Partic-412

ularly high values are found in the East Siberian Sea, north of the Laptev Sea and in the413
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Table 5. Key numbers to characterize and compare the numerical experiments: day of bloom

onset defined as the day from beginning of January when the algae start growing exponentially,

inferred from the slope of the curves in Figure 6b; corresponding value of PAR considered as the

threshold for algal bloom; day when the peak of biomass is reached; and value of maximum biomass.

Values are computed for the grid-averaged ice (G-Ave), for level ice (Lev) and for ridged ice (Rid).

Results are divided in four different sectors according to latitude (see also Fig. 2).

366

367

368

369

370

371

ice type sector bloom light day of maximum

onset max biomass biomass

(day) (µEinst m−2 s−1) (day) (mg chl a m−2)

G-Ave 70◦N < lat < 75◦N 87 2 118 37

75◦N < lat < 80◦N 95 1.84 132 34

80◦N < lat < 85◦N 114 1.65 146 38

85◦N < lat 127 1.49 148 50

Lev 70◦N < lat < 75◦N 92 1.79 128 37

75◦N < lat < 80◦N 102 1.78 139 33

80◦N < lat < 85◦N 121 1.40 154 34

85◦N < lat 134 1.56 157 48

Rid 70◦N < lat < 75◦N 118 1.13 161 14

75◦N < lat < 80◦N 123 1.20 151 10

80◦N < lat < 85◦N 138 0.96 166 11

85◦N < lat 149 0.73 175 8

Canadian Archipelago. North of the Svalbard islands and within a triangle, delineated by414

the 10◦W and the 90◦E meridians pointing towards the North pole, the algae-induced melt415

values are low.416

3.3 Distinction between level ice and ridged ice422

According to equations 2 and 3, we divide the ice into level ice and ridged ice. In423

Figure 11 we show the ridge density (number of ridges per km), the total thickness of ridged424
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ice, and differences in ice and snow thickness between level ice and the grid-averaged ice for425

May. This is an illustrative example because in May the algal bloom for the grid-averaged426

ice just started at higher latitudes. Moreover, in May there is still snow on the ice. The ridge427

density (Figure 11a) is high, with values up to 20 ridges per kilometer in the western part of428

the Nansen basin and particularly along the coast of Svalbard islands and Severnaya Zemlya429

islands. Lower values (< 10 ridges per kilometer) are mainly found in the Beaufort Sea,430

Laptev Sea and East Siberian Sea. The thickness of the ridged ice (Figure 11b) remains431

between 4 to 6 m in almost the entire Arctic Ocean, values higher than 10 m are found432

mainly in the Lincoln Sea and along the northern coast of Greenland. Both ice and snow433

thickness have large variations in the longitudinal direction in the sector between 100◦ W434

and 100◦ E, where also the number of ridges is higher.435

We analyze algal bloom in relation to the under-ice light field for both level ice and436

ridged ice in the different latitudinal sectors (Figure 12). In Table 5 we list (as done for437

the grid-averaged ice) day of bloom onset, the corresponding value of PAR, and the day438

and value of maximum chl a concentration. For level ice, day of bloom onset and day of439

maximum biomass are delayed by 5 to 10 days compared to the grid-averaged ice (see Table440

5), but they still occur 20 days (bloom onset) and 19 days (maximum biomass) earlier than441

in ridged ice. Maximal biomass values for level ice are very close to the grid-averaged ice442

values with differences no larger than 4 mg chl a m−2.443

The light field under ridges is much weaker compared to the level ice and grid-averaged448

ice (Figures 6 and 12). Nevertheless, a minimum light threshold value of 0.36 µEinst m−2 s−1449

[Mock and Gradinger , 1999] for algal growth is reached, and a small algal bloom develops.450

The bloom under ridged ice in each latitudinal sector starts later than for the grid-averaged451

ice. In the two southernmost sectors the delay is up to 30 days, whereas north of 80◦N the452

delay is 20 days. The maximum is also reached later with a delay of 20 to 40 days compared453

to grid-averaged sea ice. Moreover, the southernmost band shows a slower growth with a454

maximum biomass reached 10 days later than in the band 75◦N < lat < 80◦N. The values455

of maximum biomass are half of the grid-averaged and level ice values. In particular, the456

maximum biomass under ridged ice in the latitudinal sector north of 85◦N is smaller than457

the values of maximum biomass in the other sectors, opposite to what happens in level ice458

and grid-averaged ice.459
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In both level ice and ridged ice, nitrate increases during the first months of the year460

reaching values around 70 mg m−2 (Figure 13). Between mid April and mid June the nutri-461

ent concentrations start to decrease. Towards the beginning of July, the level ice is nutrient462

depleted in all the four latitudinal sectors. Under the ridged ice, nitrate concentrations are463

never exhausted.464

In March and April, the total algae biomass (i.e., the chl a concentration integrated467

over the area of the grid cell and weighted by sea-ice concentration) of level ice is always468

larger than the total algae biomass of grid-averaged ice (Figure 14 shows the ratio of the469

two). In May, the total biomass ratio of level to grid-averaged ice is no longer larger than470

1 everywhere, but only in the latitudinal band 70◦N < lat < 75◦N and in part of the band471

75◦N < lat < 80◦N. For latitudes higher than 80◦N, the ratio is always smaller than 1. In472

June, there is more biomass in the level ice than in the grid-averaged ice in all regions.473

The ratio of ridged-ice algae to grid-averaged ice algae is almost always small, about476

0.05 to 0.1 (5% to 10%) in June and July (Figure 15), except for a band in July extending477

from the Beaufort Sea and Bering Strait to the Fram strait with values up to 0.5 (50%).478

4 Discussion481

4.1 Performance of SIMBA482

The simulated spatial pattern of sea-ice algae concentrations at the end of summer483

resembles the pattern obtained from observations (BLROV). There is a belt of lower chl a484

concentration extending towards the sea ice edge within the eastern sector (Figure 4). In this485

area the model reproduces the values from observations (Table 4). The algae concentration486

increases towards the central Arctic. Here the modeled mean ice algae concentration and487

field measurements are different. North of 85◦N, however, observations are in the range of488

modeled values. The latitudinal pattern of algae concentrations increasing from south to489

north was already observed in July-August 1994 [Gosselin et al., 1997]. In particular, they490

report values of bottom sea-ice algal chl a concentrations (3 to 14 mg chl a m−2) in the area491

close to the North Pole, which are three times higher than in the latitudinal bands south of492

70◦N. North of 85◦N, particularly in the Eastern sector, model results agree with summer493

values of 1 to 7 mg chl a m−2 in 1991 [Gradinger , 1999]. In agreement with model results, low494

values of chl a concentrations (< 1 mg chl a m−2) were also observed at the end of summer495

during a 1993 study in the Laptev Sea and north of Svalbard [Gradinger and Zhang , 1997],496
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in 1994 and 1995 in the Fram Strait and Greenland sea [Gradinger et al., 1999; Werner and497

Gradinger , 2002], in 1998 in the Chukchi plateau [Melnikov et al., 2002], in 2002 in the Fram498

Strait [Schünemann and Werner , 2005], in 2002 and 2003 in the Beaufort Gyre [Gradinger499

et al., 2005], and in 2005 in the Chukchi/Beaufort Sea [Gradinger et al., 2010]. The only two500

studies [Lange et al., 2015, 2017] of sea-ice algae concentration in the Lincoln Sea are from501

the spring season. Lange et al. [2015, 2017] show mean values of sea-ice algae concentration502

for spring 2012 below 2 mg chl a m−2, where the model estimates a mean concentration503

of 1.93 mg chl a m−2. Note that all studies cited above focus mainly on thicker ice, in504

particular, we consider for our comparison only literature values for ice thicker than 1.5 m505

to reduce the risk of measurements biased towards the thinner sea-ice classes.506

What might be interpreted as a merely latitudinal dependency from observations alone,507

has a different interpretation from our model results. Here the algae concentration follows a508

latitudinal pattern on the Eastern side (∼20◦E to 180◦E, see Figure 4), but it also depends509

strongly on thickness, which increases closer to the coast within the western sector. Analyz-510

ing the total summer melt (Figure 5) we see a very similar pattern at the end of summer,511

even though the correlation coefficients are small (r < 0.2). In particular, the very thick ice512

in the Lincoln Sea has lower algal loss due to lower melt rates in this region [Dupont , 2012].513

The algal bloom is initiated after PAR exceeds a lower limit (Figure 6, see also Horner514

and Schrader [1982]; Gosselin et al. [1986]; Mock and Gradinger [1999]; Lange et al. [2015]).515

The spatial distribution of the bloom onset (Figure 7) suggests that factors other than516

latitude (i.e., incoming radiation, albedo, ice thickness and snow thickness) affect the spatial517

distribution. It is, however, very difficult to decouple the effects of these single variables. For518

example, the late bloom in the Lincoln sea can be explained by the large sea-ice thickness519

values whereas the delay in the Kara Sea and Fram Strait is caused by the thicker snow520

cover. Correlations of day of bloom onset with day of snow melt (r = 0.19) and with ice521

thickness (r = 0.22) are weak but significant. A moderate correlation (r = 0.57) is found with522

the snow thickness distribution. Such low correlation values are caused by the large area523

considered and the large scale of variability of all variables controlling ice algal growth. The524

correlation should be investigated at smaller scales because sea ice algae biomass in different525

regions of the Arctic can have substantially different relationships with the physical sea ice526

environment.527

–21–



Confidential manuscript submitted to JGR-Oceans

The maximum chl a concentration is also reached later in the higher latitude regions.528

We compare our results with what is shown in Leu et al. [2015]. We look at the curves for529

the stations in the two regions of interest and compare the day and value of maximum with530

our results. From Leu et al. [2015] we infer a day of maximum biomass of 138 and 146 for531

the two regions 70◦N < lat < 75◦N and 75◦N < lat < 80◦N with maxima of ∼14.5 and ∼22.5532

mg chl a m−2 respectively. Our results for day of maximum biomass are 20 and 14 days533

earlier, respectively (Table 5), and show a higher maximum value of chl a concentrations534

(more than double in the southernmost latitudinal band). Since we discard a latitudinal535

effect in the comparison, further investigation to asses the cause of the earlier modeled day536

of maximum biomass should be addressed (but not performed in the present study). We537

may speculate that the spatial coverage of observations is heavily biased towards coastal538

regions and landfast sea ice, which may have different nutrient regimes and dynamic sea-ice539

processes. Moreover, the simplified nutrient initialization used in the present study can lead540

to overestimating the maximum biomass values (see Section 4.2).541

4.2 Effects of different initial conditions542

We use the algal bloom as a key process to compare different scenarios listed in Table543

3 and investigate the effect of different initial conditions. Between scenarios R2, R4, R6544

and R8, the differences in bloom onset are only ± 2 days. The largest difference between545

these scenarios is the maximum biomass reached during the bloom. Nitrate availability in546

winter and spring determines the total primary production in the late spring so that highest547

biomass peaks are reached in runs with higher initial nutrient concentration. This shows the548

key role of nutrient concentrations in winter and thus the importance of having observations549

collected before the algal bloom. Of particular interest is scenario R0, which has the lowest550

maximum biomass, but also shows an earlier bloom period (40 days earlier). Furthermore,551

the decay is slower for R0 compared to other scenarios, so the minimum is reached between552

August and September, which is consistent with other runs. This means that the conditions553

at the end of summer are similar for all scenarios, as can be seen in Table 3.554

4.3 Effects caused by ice algae on ice and ocean555

Ice algae can have an influence on both ocean and sea ice. The shading created by sea-556

ice algae can delay the under-ice phytoplankton bloom, thus further extending the thriving557

window for sympagic and pelagic grazers [Jin et al., 2012; Tremblay et al., 2008]. Our558
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results show that the shading effect due to sea-ice algae differs according to the different559

latitudinal sectors. Between 70◦N and 80◦N, ice algae keep the light level around the560

mean threshold so that some growth is possible for under-ice phytoplankton. North of561

80◦N the light level is under the threshold value due to the shading effect, thus under-ice562

phytoplankton bloom may be delayed by up to ∼40 days, if not completely prevented as563

shown by Dupont [2012]. Such shading effects may add to the shading already caused by564

ice and snow on the ocean surface, thus further delaying the phytoplankton blooms under565

the ice compared to the blooms in open water [Arrigo et al., 2012]. However, the presence566

of sea ice algae can have other effects on phytoplankton growth. Such effects include, e.g.,567

uptake and remineralization of nutrients by sea-ice algae, but their investigation requires568

coupling to an ocean biogeochemical model. Thus, the results presented here for the effects569

of ice algae on under ice phytoplankton blooms should be corroborated with a coupled ice570

algae–phytoplankton model.571

The ice algae-induced melt, integrated from April to August, ranges from 0 to 2 cm and572

agrees with previous studies [Zeebe et al., 1996]. Ice algae induced melt is much smaller than573

the range of variability of the physically induced melt (0 to 1.5 m) and thus negligible for574

the physical system. Nevertheless, this positive feedback mechanisms can have measurable575

effects in long term simulations. Moreover, the total ice algae induced melt can be important576

for the algae layer, which could be eroded by the melt induced by the ice algae.577

4.4 Level ice and ridged ice578

After dividing sea ice into level ice and ridged ice based on the deformation energy and579

sail density, resulting level ice is thinner than the grid-averaged ice, but it has a thicker snow580

cover (Figure 11). These differences are reflected in light transmission and algae phenology.581

In the presence of snow, there is less light under level ice than under the grid-averaged ice,582

but after all snow is melted, there is more light under level ice because of thinner ice. Since583

the amount of nutrients is the same, the maximum chl a concentration is very similar, mostly584

because the system is determined by initial conditions for nutrients (Section 4.2 and Table585

5). Nevertheless, the presence of thicker snow has an important influence on the timing586

of algal growth. Figure 14 shows that in April there are more algae associated with the587

grid-averaged ice. This ratio changes in May, when in the marginal ice zone the level-ice588

algae are close to the maximum of the bloom, whereas the grid-averaged ice algae start to589

decay. In June, algae associated to the grid-averaged sea ice are already decreasing whereas590
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the amount of biomass associated with level ice is still high. Thus changes in the snow cover,591

rather than in ice thickness, have a large effect on the timing of the algal bloom.592

Ridges create a very special environment for ice algae [Kuparinen et al., 2007; Vancop-593

penolle et al., 2013]. As such, they show a pattern for both physical factors and algal growth594

different from level ice and grid-averaged ice. The ridge-associated algae can constitute more595

than 50 per cent of the total algae that grow under the grid-averaged ice (Figure 15). Due596

to the specific light conditions, the bloom under ridged ice appears later in the season than597

for grid-averaged ice or level ice, thus it can provide an extra source of carbon towards the598

end of the feeding season when other food sources are already depleted. We stress that our599

parameterization does not provide an accurate representation of the structural and geomet-600

rical properties of ridges. Potential effects along the ridge edges, where ridges are thinner601

and might let more light pass through due to horizontal scattering, are not included in this602

work. Moreover, ridges can incorporate water pockets during formation, which could repre-603

sent a nutrient reservoir for algae. Finally, scattering and absorption processes in ridges are604

not yet parameterized.605

The distinction between level and ridged ice classes shows that with the grid-averaged606

ice only, it may not be possible to accurately represent the actual timing of algal growth607

and bloom. Based on our modeling results, in combination with floe-scale observations608

(BLROV) we recommend that different ice classes should be considered when the aim is to609

model algae content and evolution.610

5 Conclusions and outlook611

A new Arctic-wide sea-ice algal model coupled to a sea-ice–ocean general circulation612

model, helps interpreting observations of ice algal biomass. In spite of its simplicity, the613

new model reproduces part of the observed distributions of biomass, in particular, the614

latitudinal pattern in an eastern sector south of 80◦N. In other areas, snow and ice thickness615

affect light availability and thus algal growth in a complicated manner. In this situation,616

the interpretation of observations is difficult, because often the available data sets do not617

provide all the pieces of information required to attribute the phenology of sea-ice algae to618

physical constraints.619

Ice-algae phenology is driven by different physical factors that vary with season and620

region. Ice-algal blooms are delayed with latitude (i.e. light) and affected by snow and ice621
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thickness. The bloom peak values depend on initial conditions, especially of nutrients. In622

all cases, nutrient limitation terminates the bloom and by the end of summer the algae623

concentration pattern resembles that of the basal melt. A better spatial and temporal624

coverage of observations, ideally during the key transition periods between the onset of the625

bloom until the end of summer, is required to validate the accuracy of these numerical model626

experiments for the entire period.627

The shading effect due to an algae layer and the increased melting due to energy628

released by algae as heat are two mechanisms that feed back into the physical sea-ice and629

ocean system. The shading effect is not important south of 80◦N, but north of 80◦N it can630

delay the under-ice phytoplankton bloom by up to 40 days. The release of heat by ice algae631

can contribute to an overall annual sea ice melt of up to 2 cm, much smaller than the total632

melt due to physical processes.633

The algal bloom and decay are functions of the physical properties of level and ridged634

ice. Level ice is thinner than grid-cell averaged ice, but the redistribution of snow results in635

more snow on level ice. This extra snow delays the onset of the algal bloom under level ice.636

Ridged ice can host algae communities that grow and support primary production when a637

minimum value of under-ice light is reached in summer. Thus, they represent an additional638

food source for sympagic and pelagic species during the end of summer when other food639

resources are limited. Our results show that different sea-ice classes might be useful in640

properly representing sea-ice algae spatial distribution and phenology.641

The model is at an early stage of development and is lacking the representation of642

some important processes. In particular, the exchange of nutrients with the underlying643

ocean is an important term to sustain the growth and survival of bottom sea-ice algae after644

nutrients that have been captured within the sea-ice matrix at the time of freezing are645

depleted. For multi-year simulations, which allow to asses interannual changes in sea-ice646

algae concentrations, the initialization of nutrients and ice algae at ice formation need to647

be parameterized. The model could further be improved by coupling the biogeochemical648

processes at the bottom of sea ice to those within the upper ocean, that is to an ocean-649

biogeochemical module.650
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Figure 6. Model simulation between March and November for: a) under-ice light (positive

downward) for the grid-averaged sea ice, b) sea-ice algal bloom, c) nutrient concentration and d)

detritus concentration. Results are presented as averages over four latitudinal sectors as shown in

Figure 2. The stars in panel a) identify the onset of algal bloom in each latitudinal band (values

are listed in Table 5).
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Figure 7. Maps for the Arctic showing a) bloom onset as the day from the beginning of January,

b) complete snow melt (Hs = 0) as the day from the beginning of January, c) ice thickness at the

day of bloom onset and d) snow thickness at the day of bloom onset.

386

387

388

–28–



Confidential manuscript submitted to JGR-Oceans

Figure 8. Maps of monthly averaged sea-ice algae NPP for a) April, b) May, c) June and d)

July 2012.
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Figure 9. Plots of: a) under-ice light when the shading effect due to sea-ice algae is considered,

and b) differences between under ice light computed without algae shading (Figure 6a) and under-

ice light computed considering the shading effect due to algae. The horizontal gray line in panel a)

at 1.78 µEinst m−2 s−1 represents the limit for algal bloom as average of values indicated by stars

in Figure 6a.
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Figure 10. Integrated summer basal ice melt over the period April to September 2012 caused

by heat released by sea-ice algae.
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Figure 11. Maps of May averages for: a) ridge density, b) thickness of ridged ice, c) differences

in ice thickness between level ice and grid-averaged ice, and d) snow thickness differences between

level ice and the grid-averaged ice.

419

420

421

–32–



Confidential manuscript submitted to JGR-Oceans

Figure 12. Level ice: a) Under-ice light and b) algae evolution. Ridged ice: c) Under-ice light

and d) algae evolution. The horizontal gray line in panel c) represents the limit value for PAR of

1.78 µEinst m−2 s−1 inferred by Figure 6. Quantities are averaged over the four latitudinal sectors

shown in Figure 2.
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Figure 13. Nutrient evolution for a) level ice, and b) ridged ice in the four latitudinal sectors

shown in Figure 2.
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Figure 14. Ratio between grid integrated level-ice algae and grid-averaged ice algae in a) March,

b) April, c) May and d) June 2012.
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Figure 15. Grid integrated ridged-ice algal biomass as percent of grid-averaged ice algae for a)

June and b) July.
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